
THE SEVENTH WHITE HOUSE PAPERS

Graduate Research in the Cognitive

and Computing Sciences at Sussex

CSRP 350

editors:

Peter de Bourcier

Ronald Lemmen

Adrian Thompson

December 1994











In: de Bourcier, Lemmen & Thompson eds., 1994 The Seventh White House Papers:

Graduate Research in the Cognitive & Computing Sciences at Sussex. University of

Sussex, School of Cognitive & Computing Sciences, Brighton, UK. Research Paper

CSRP 350.

What is Synthetic Behavioural Ecology?

Michael Wheeler and Peter de Bourcier

michaelw@cogs.susx.ac.uk, peterdb@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

University of Sussex

Brighton

BN1 9QH

Abstract Behavioural Ecology seeks functional explanations of ecologically embedded an-

imal behaviour; i.e., it concentrates on the adaptive consequences of behaviour in relation

to ecological context. We describe and justify a theoretical approach that we call ‘Synthetic

Behavioural Ecology.’ This framework for adaptive behaviour research seeks functional ex-

planations of the synthetically embedded behaviour of animats (artificial animals), i.e., it

concentrates on the adaptive consequences of behaviour in relation to a synthetic ecologi-

cal context. The goal of synthetic behavioural ecology is to complement the ongoing work

in the biological sciences on the relationship between ecology and behaviour.

1 Introduction

Adaptive behaviour is behaviour which increases the chances that an autonomous agent can survive in a



1. Causation: the mechanisms underlying that behaviour. These include the triggering environmental

stimuli and the cognitive/neural/hormonal processes active in the animal.

2. Development: the ontogenetic sources of that behaviour. For example, birds often learn their mat-

ing songs from their parents.

3. Evolutionary History: the phylogenetic development of that behaviour. For instance, in principle,

it should be possible to trace out the route by which initially incidental movements or responses, on

the part of certain animals, were modified over evolutionary time to become ritualized, stereotypic

signaling patterns.

4. Function: the adaptive consequences of that behaviour. That is, the behaviour is investigated in

terms of the role it plays in contributing to the survival and reproductive prospects (Darwinian fit-

ness) of an animal. For example, if we want to understand why the female of the scorpionfly, Hy-

lobittacus apicalis, mates for longer with males who woo her with larger insects as courtship gifts,

then we had better identify the contribution made by that behaviour to the female’s adaptive suc-

cess. In fact, it appears to be because the female’s capacity to produce eggs is limited by the food





te Boekhorst and Hogeweg (1994) used a simulated eco-system, based on a natural habitat at Ketambe, to

investigate the formation of travel parties in orang-utans. The results from the simulation suggested the



between ecology and behaviour. Our claim is merely that SBE provides a new way of asking old questions

and, in time, has the potential to find some new questions to ask. The following paper in this collection

describes an example of SBE at work.
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or for longer (due to Maynard Smith and Harper, 1988) and signaling as a behavior performed by agent X









excess of their actual aggression (the most extreme bluffers) are the most successful group; i.e., they are

the most adaptively fit under these specific ecological condi













drives the female’s mate preferences and the associated male traits, and in many cases drives them in

such a way as to create organisms which have deviated from their strictly survival oriented ancestors in

an attempt to satisfy the constantly changing demands of sexual selection.

Sexual selection is by no means the only example of such co-evolution. Predator-prey evolutionary

dynamics also exhibit what behavioural ecologists have termed ‘evolutionary arms races’. The develop-



from scratch. Such scaffolding techniques are reminiscent of the parent-child interactions which facilitate

infant development (Rutkowska, 1994).

However, the hand-cranked nature of such scaffolding requires the presence of a human designer ‘in

the loop’ and, potentially, the tasks of specifying the incremental goals that allow evolution to reach so-

lutions to complex problems could itself become as problematic as designing the agents manually.

First attempts at utilising automatic co-evolutionary design includes work by David Hillis (1990) and

Phil Robbins (1994), in which parasites are used to increase the performance of artificial agents, and Phil

Husbands (1993) at the University of Sussex, in which the co-evolution of shop-floor schedules was ex-

plored. Such work, however, is in its infancy.

Before the full potential of co-evolutionary design techniques can be realised, the burgeoning body

of work exploring artificial co-evolution must be consolidated. At Sussex, studies of predator-prey co-

evolution (Miller & Cliff, 1994), sexual selection (Miller, 1994), and parental imprinting (Todd & Miller,

1993), have already been carried out and further research seems both worthwhile and inevitable. Open

questions, such as the paucity of true co-evolution in natural predator-prey ecologies, in comparison to the

relative abundance of such evolutionary dynamics in parasitic relationships, seem amenable to investiga-

tion through the artificial means employed within this style















Miller, G. F., & Cliff, D. (1994). Protean behavior in dynami









Simple

Cells

Complex

Cells

Hyper-complex

Cells

Figure 3: Popular classification of V1 neurons into simple, complex and hypercomplex cells. The grey

bar indicates the optimal stimulus for the cell. The ellipse indicates the extent of the cell’s receptive field.

In the case of the complex cell, the bar can be in one of many pos













“society is not a mere sum of individuals. Rather, the system formed by their association

represents a specific reality which has it’s own characteristics.”

This superstructure so constrains the behavioural opportunities of the individual that it is seen as es-

sentially guiding (or causing) that behaviour.

Within social sciences, there has been a robust defence against this way of thinking. From J.S. Mill

in the 19th century to modern individualists, many are unhappy with the possibility of macroscopic struc-

tures being causal of microscopic properties. Two possible refutations seem to run as follows:

The first is to argue that these high level structures have no goals of their own. They merely inherit

their seeming intentionality from the intentional humans who comprise them.

But against this, the holist believes that structures may be acting according to their own agendas. No

one wants an economic recession or a bout of inflation; perhaps no one intends a moral norm to collapse.

Yet these things happen. How is this to be squared with the idea that the intention to behave has come

from the low level? One solution is the great man theory. That somewhere, there is someone who secretly

did want the change and, this time, has got his way. Cognitive scientists may recognise this as a parallel

to the idea of the grandmother sensor1 or undischarged homunculus.

A second strategy individualists use against structuralists is to ask directly: how does it work? How

can this high level system cause these low level people to do things? The answer demanded is a low

level causal one: a story of who did what to whom. When presented with such, they can then argue that,

this is obviously, only a story about individuals and their behaviour. In other words, this is a reductionist

argument of the kind which those cognitive scientists who wish to preserve the mind from being mere

brain behaviour, are continuously fighting against.

These are rough parallels, but nevertheless, our first glance into the distorting mirror of social science,

has been enlightening. Because the mirror reverses the levels that we normally consider intentional and

non-intentional, it might help us understand the opposing viewpoint to our usual one.

From our intuitions about folk psychology, we tend to reject the dogma of the holistic social scientist.

But from our intuitions as cognitive researchers, about both homuncular decomposition, and reductive

materialism, we are tempted to deny the arguments which the individualist social scientists use to deny

high level structures. Any argument which seems to deny high level structure in favour of individual

action, is dangerously close to one which would collapse the psychological into the neurochemical. By

contrast, any argument which could pump enough hot air into the mind to keep it afloat above the brain,



which will be familiar to some and mysterious to others, the first of these is a question of ontology, and

the second epistemology. Martin Hollis (Hollis, 1994) thus summarizes the structural or holistic claim,

attributed to Durkheim, like this:

� “an ontology of ‘social facts’, forming an order external to individualconsciousness

and not explicable by reference to human nature.

� a methodology wherein social facts are explained by their function ‘in relation to some

social end.’

� functional mechanisms working through the medium of the ‘collective consciousness’

and connecting social ends to the overall level of social integration needed if a society

is to flourish.

� an epistemology, so far undisclosed, which warrants our subscribing to these compo-

nents.”

These “social facts” or illata, were traditionally seen as economic or political groupings such as class,

or state. And they were believed to have particular interactions with each other which could be captured

by scientific rules, regardless of the individuals who composed them. The



as a Class War and should therefore do A. Both allow an observer to tell the same kind of explanatory

stories about why X performed A (because A was the rational choice) and both can make the same kind

of predictions (assuming X is rational he will perform A). 3 Both are theories that there are situations or

relationships which agents can find themselves in, whose very nature makes a particular actor’s behaviour

meaningful, or more predictable.

Thinking in terms of high-level structures can occur when borrowing explanations from biological

sciences. Evolutionary theory is already shot through with intuitions that are top-down, and often criti-

cised for being based on tautology. Concepts such as fitness, are only defined in terms of a circle of high

level entities. No genotype is fit merely by virtue of its internal structure. Rather it is fit with relation to

the phenotype, and other genotypes and environment. Co-evolution or the evolutionary arms race, is a

high level structure introduced to provide explanations of current properties.

Evolutionary roboticists, who attempt to evolve solutions to problems, find themselves thinking in

terms of the evolutionary ”niche”; and trying to produce behaviour by designing the environment and

fitness function within which a particular control system will evolve. Hence there is some acknowledge-

ment of a world which is prior to, and causally responsible fo



planations of agency when we seem to be making such progress through scientific and reductionist ap-
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there has to be something that validates the use of mental terms. Usually this is not taken to be conscious-

ness, but the fact that content (or meaning) is involved. We need to ask the question how something comes

to have content.

When I spoke of content earlier, it was in the context of the consciousness of and understanding by a

whole cognizer. This is usually referred to as personal level content, but because personhood is a much

stronger notion than cognition, I prefer to use the neologism organismal content instead. Likewise I re-

place sub-personal content with organal content2, hoping to get across that it is content carried by subsys-

tems of a whole organism. Mental terms, including organisma





3 Conclusion

Cognitive science is a science of mind, hence of consciousne



McDowell, J. (1994). The content of perceptual experience. The Philosophical Quarterly, 44, 190–205.

Searle, J. (1992). The Rediscovery of the Mind. MIT Press, Cambridge, MA.
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Abstract This paper discusses the notion of informality in HCI, leading to the design of in-

formal interfaces. Such an interface exhibits tolerance in its input and variance in its output.

Informal interface representations are internally composed of informal objects that are a com-

bination of a prototype, such as a straight line, and associated informal dimensions such as

shakiness and thickness. In an informal interface it is the gist of human-computer interac-

tion, instead of a higher level of formalism, which is paramount. Internal representations of

informal objects can be decomposed, manipulated, and recomposed. An example is given of



ophy. Some work relates indirectly to informal interfaces, in that researchers have been experimenting

with different concepts behind the human-computer interaction by using more intuitive graphical inter-

faces.

3.1 Sketching and Informal Representations

In art and design there has been some work in analysing the principles behind sketching [5]. The authors

explain how Leonardo da Vinci advocated the use of “untidy indeterminacies” for working out composi-

tions, because he believed that sketches stimulated visual invention. Research from cognitive psychology

[1] suggests that this is the case, in the way that a mental-imagery model is used by the human brain. It

is suggested [16] that the brain can create a mental image of a sketch, and then apply processes to alter

or enhance that image to useful and creative effect. Negroponte [14] notes that “Sketch recognition is as

much a metaphor as fact. It is illustrative of an interest in those areas of design marked by vagary, incon-

sistency and ambiguity. While these characteristics are the anathema of algorithms, they are the essence

of design.” Lohse [12] indicates how research into cognitive models for the perception and understand-

ing of graphs can be applied to informalism; rough-sketch representations of graphs are inherently in-

teresting as informal objects. One of the key concepts from informal interfaces is the relaxation of the

invariance of output by computers, so it is revealing to study how people perceive and process meaning

from graphical information. Lohse describes a computer program UCIE (Understanding Cognitive Infor-

mation Engineering), which models the underlying perceptual and cognitive processes used by people to

decode information from a graph, and considers results from



4.1 The Input Mechanism

The input mechanism in the case of a stylus is as follows: a flow of pen-ink is input from the stylus posi-

tion and both displayed on the screen and also stored in an internal pixel video buffer as a bit map or vector

trace. Vector traces or bounding portions of the bit map buff
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Abstract This is a position paper, which presents my views on software interactions, why

they cause complications and what can be done to overcome these obstacles. A notion of in-

teraction is defined, and the concept of “misfocusing” between groups is introduced. Finally,

a brief outline of how an automatic tool might tackle this problem is described.

1 Introduction

I have lost count of the projects I have seen where various modules work in isolation, but the integrated

modules do not work as expected. All such systems were designed and reviewed; so what went wrong?

This paper examines what I believe are some of the underlying reasons for this situation.

Before progressing further, I should explain that I am interested in what is called Programming-in-

the-Large, (de Remer and Kron, 1976). I assume that all experienced software engineers can produce

small programs correctly.

1.1 Paper’s Structure

Section 1.2 presents an example of a software interaction from a large industrial project. Section 2 briefly

explains my usage of the term software interaction. Section 3 looks at the kinds of interactions that cause

problems in large software projects. Section 4 considers how these problems might be handled, and finally

section 5 outlines my future research plans.

1.2 Software Interactions: an example

Before attempting to explain interactions, let me give a real example from one project. As part of a large

multi-processor Ada1 project, one group supplied the message handling (MH) capability for use by other

(“user”) groups. Being written in Ada the interface to MH had been made available and the meaning of

each data-type had been defined. Message handling worked in isolation; the user modules compiled with

the supplied interface and ran with stubs. When the first integration test was run, no messages where suc-

cessfully exchanged—why? On creating a new message, MH had calculated the length of the message

plus its workspace, when the user modules filled in the message, they also filled in the length of the mes-

sage, (excluding MH’s workspace). In short each group had a different view of the semantics2 of message

creation. This example is in essence trivial, but it is on such interactions that projects flounder. The sit-

uation becomes much worse with legacy systems (see for example (RE, 1994)); where the requirements

may not exist and the original designers are no longer available.

�Supported by a CASE award from the Engineering and Physical Sciences Research Council in association with British

Telecom Laboratories (ML 464531).
1Ada is a registered trademark of the US Department of Defense, Ada Joint Project Office.
2Capturing such semantics is a non-trivial problem.
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2 What is a Software Interaction?

I have loosely used the term interaction above, without giving it a meaning. This section examines the

nature of interactions in more detail.



shared maths libraries do not cause problems; all engineers have a shared (common) understanding of sin

(say).

How does such a situation arise? All too easily, both parties think that the concept is obvious, and

the user simply wants to use the provided service. I regard this as a type of misfocusing. By focusing

I mean that an engineer’s attention is focused on a particular activity, and other (non-central) issues are

only peripheral. Hence as long as the periphery looks OK, no further notice is taken.

Many kinds of material interaction are now checked for in the later stages of a project, for example,

type checking. However, the early stages of project development are less well supported, and in particular

there are no checks for abstract interactions. How does this impact on software architecture?

Firstly, in the early stages of designing a system, i.e. when the architecture is being developed, atten-

tion focuses on the kinds and uses of services, not on the specifics of an interface. That is, designers are

more interested in the broad nature of components rather than the exact details of how a service is pro-

vided. For example, message handling shall provide facilities for creating and sending messages to other

parts of the system. Observed defects from this focusing are “we cannot provide this service because the

information is not available”. Hence, interfaces are broadened or shared data areas become a little more
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Abstract We propose an intelligent debugging system with a knowledge representation that

is independent from the programming language of a particular program to be debugged. We

employ a knowledge representation technique called the Plan Calculus which has been de-

veloped by Rich [Rich, 1981b]. In order to debug a program we translate a given program

to a surface plan representation, parse the surface plan to understand the overall function of

the program, and use near-miss information to known plans to locate bugs and repair them.

Since our system will locate bugs by manipulating programming knowledge which is inde-

pendent from any programming language, it can be used to debug programs written in any

procedural language provided that the front end to the system is maintained. Our system is

aimed at debugging student’s ML programs and can be incorporated into an ITS (Intelligent

Tutoring System) system as an Expert module or can be used as it stands.

1 Introduction

The aim of our system is not the general task of debugging which notoriously is beyond the state of the

art, but the simple task of finding bugs and repairing them in student programs for known exercises. Our

research proposal is implementing an intelligent debugging system for ML based on the plan calculus

formalism. The plan calculus is a knowledge representation formalism for representing programs and



pre-stored in the plan and reference libraries, the Bug Detection module attempts to locate any logical

errors in the student program. Subsequently it reports them (if any) either to the student so that he/she
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Figure 1: surface plan of the student buggy program
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Figure 2: sum goal

to in section 2 and realizes that these are not the cases to proceed with. Then it moves to case 5 and figures

out that this is the one. That is, the Bug Detection module could not find a complete or partial plan either

in the complete chart or in the partial chart. As described earlier, it fetches the corresponding rules for

this goal from the plan library and selects those rules which are compatible with the current goal.7 Then

it propagates any instantiated tie-points from the current goal to those rules and takes a rule. Now the

right hand side of this rule becomes the current goal to proceed with. When a rule succeeds it discards

the remaining rules for the current target, otherwise it tries the next rule in this category. For this example

there is only one rule which is the aggregate rule (see figure 4) and the module sets it as the current goal
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Figure 9: cons2 + @ ml binrel + test plan

cons2_+_@_ml_binrel_+_test

.S .F

t1 t2 t3
equals_+_true

@_binrel

.S .F

t2
t3t4

where:

t4  = predicate_of_tuple_>_binrel(t1)

Figure 10: cons2 + @ ml binrel + test as @ binrel overlay

form of a hash table which contains the plan type and its score. In this case it chooses the @ aggregative

sub-plan to proceed with. Now the current goal for the module is the @ aggregative plan. Debugging

this falls under case 5 (because there is no complete or partial plan in the chart) which in turn directs the

debugging the program for @ binfunction. Figure 6 shows the corresponding overlay. There are four

rules corresponding to this plan in the plan library and the Bug Detection module chooses a rule from the

extracted set which is related to the current target. If this choice led to a discrepancy with what has been

asserted, then the module backtracks the process to select the next rule according to its heuristic again.

This process continues until it succeeds or it abandons the whole process because of contradictions.

At this stage, the module selects cons2 + @ fun plan (see figure 8) as the current goal and debugs the

program for it. This falls into case 5 again, but this time all of its sub-plans are primitive plans. Therefore,

it asserts that the student program has failed to produce such plans and it creates a corresponding plan for

each of the sub-plans involved and passes them to the plan recognition module. This invocation entails

the addition of the sub-plans to the complete chart as well as the instantiationof other pertinent plans such

as cons2 +



the complete chart.

Since the whole debugging process is recursive, at this stage of the analysis, the debugging process

completes and recursion unwinds. Since the highest-level goal (i.e., sum) plan is found in the complete

chart, the whole debugging process is terminated. This means that the Bug Detection module found the

highest-level goal but only by repairing the student program. In the final stage, the Bug Detection module

reports on what has been done, for example: stating that @ binfunction plan was missing and has been

created and added to the chart, implying that the student had missed a binary operation (i.e., + ) to sum

up the ‘head’ of the list in the way back of the recursion.

This example shows how the Bug Detection module locates and repairs the bug. For the interest of

the reader we have included the graphical representation of the plans and overlays referred in figure 3.

We omitted their logical definition for the sake of clarity. Interested readers concerned with the logical

foundation of the plans and overlays in the plan calculus are referred to [Rich, 1981b] and [Rich, 1981a].

4 Conclusion

In this short paper we delineated the overall strategies use
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[9] J. Iivari, Relationships, Aggregations and Complex Objects, Information Modelling and Knowledge

Bases III, S. Ohsuga et al eds, IOS Press, 1992.
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Feature Extraction Using Wavelets for the Classification of Human in Vivo





Processing the Spectra

Each spectrum was represented by a data vector of length 1024



another random sample was selected. When the vegetarians were included, the results were not so good:

67% and 71% of the two training sets, and 73% of both test sets, which each included two vegetarians,

were classified correctly. This poorer result was probably due to two factors: firstly the number of vege-

tarians may be too small for them to be included in such an analysis, and secondly because the differences

between the diets of vegetarians and the other two groups is not nearly as great. This was shown by the

fact that almost all of the misclassifications were omnivores being classified as vegetarians or vice versa.

These results were very similar to those obtained when peak variables were used.

Conclusions

This study demonstrates an application of wavelets for feature selection in the classification of data. While

these particular spectra could be classified equally successfully by other means, use of the wavelet trans-

form removed the need for selecting and quantifying peaks, thus reducing the amount of pre-processing

needed. This could be very useful when automated processing is required. The localised property of the

wavelet transform, apart from its advantages in in modelling the peaks, also allows us to identify the most

important contributory features to classification. These spectra were unusual for in vivo human spectra in

that the quantification of the peaks was relatively easy. This is not generally the case. The results from







[define propose

properties:

[type task]

[goal 'The goal of this task is the allocation (solution) of ...]

[input components resources]

[output allocations]

[control-terms NameOfMethod]

abstract structures:

[associated-methods decomposition random-init sequential]

[satisfaction-crit allocations not = empty ]

[preferences [random-init all] [sequential decomposition]]

[code

collect-methods(associated-methods) -> SetOfMethods;

while SetOfMethods /= [] do

select-a-method(SetOfMethods, appropriateness-crit)

->
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